Summary of Changes
[bookmark: OLE_LINK9][bookmark: OLE_LINK10][bookmark: _GoBack]We thank the editor and all the reviewers for their constructive comments and valuable suggestions. Following these suggestions, we have made a revision to our paper. We summarize below the changes we have made. These changes made in the manuscript are marked in green color.
Response to Reviewer 1 comments
Group saliency somehow depends on the initial learning from single image segmentation by GMM. So the initial single saliency possibly accumulates in the procedure of group saliency computation. Does it cause any predictive saliency detection error in the results? The author should discuss this issue.
This is a natural concern as noted as a limitation in [32]. Due to our use of user sketches to select good candidates, this provides an internal mechanism to prevent error accumulation.  In our experiments, we did not observe any notable error accumulation. We highlight such discussions in Related Work, Section 4.1, and have added more details in the discussion section.
Are 2 rounds of iterations used for both single image saliency segmentation and global appearance modeling for group images?
As illustrated in Fig. 1, the single image saliency segmentation (sub image (a) (b) and (c)) only runs once. The global appearance modeling for group images runs iteratively; we use 2 rounds of iterations in all our experiments.
Response to Reviewer 2 comments:
1. Improve Section 3.1 by adding more details, and a better statement.
We thank the reviewer for giving us detailed comments.  We have revised this section accordingly.
2. The gain between [14] and the proposed approach. 
[bookmark: OLE_LINK3][bookmark: OLE_LINK4][bookmark: OLE_LINK11][bookmark: OLE_LINK12]The gain lies in avoiding the need for choosing a threshold. The method in [14] is our older technique. Many users of this technique have emailed us to ask how the threshold should be set. The original aim of thresholding saliency maps (with continuous values in the range [0, 1]) is to decide whether a pixel should be considered a part of the foreground or the background when building appearance models. Instead of asking users to make this unintuitive decision, we take every pixel’s color as a weighted sample (see also response to comment 4). Such soft assignment requires a small computational overhead (<10%) in each SaliencyCut iteration but it reduces the number of iterations required through more accurate initialization. In the experiments, the overall segmentation quality and computation time is similar to [14] with a manually chosen threshold.  
3. Choice of Color space
Which color space to choose is an interesting problem. We have tried 3 color spaces, including RGB, L*a*b* and HSV. We found that it is easier for Gaussian Mixture Models to capture sample distributions in the RGB color space. Also in our experiments, the RGB color space achieves slightly better performance compared to other alternatives.
4. How to handle the fact that saliency is a scalar value between [0, 1]?
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]We use the saliency value as a weight factor. For example, for a pixel with saliency value 0.7, we use the weight 0.7 on its color when building the foreground color GMM and use the weight 0.3 when building the background GMM.
5. On Fig. 3, add a segmentation score.
The scores of segmentations are based on rankings under each measure. We have added the segmentation quality scores.
6. Manage the picture resolution
We uniformly scaled (while preserving the original aspect ratio) all images so that. 
7. Quantify the gain brought by using equation (2) compared to equation (1).
Such quality gain is illustrated in Fig. 7(b). The single image saliency segmentation (RC) corresponds to equation (1) and group saliency results (GS) correspond to equation (2).
8. How many people were involved in the design of ground truth? How do you fuse the results?
[bookmark: OLE_LINK5][bookmark: OLE_LINK6]It is quite expensive to collect pixel-accurate labeling. For each image, we have only one human labeler. 
9. Accuracy of the input sketch.
As illustrated in Fig. 8, the sketch we demonstrated is a coarse sketch. We highlight the reason why even coarse sketches work very well in our problem in section 5.1. 
10. A picture contains two or more salient regions. Do you handle this case?
[bookmark: OLE_LINK7][bookmark: OLE_LINK8]Our method only segments the most salient object region from each image. Since there are a huge number of internet images, we mainly focus on the quality of the top ranked results rather than the recall of every image.
11. Better caption for Fig. 1.
We have added the suggested comments.

